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 Paul Krugman, the distinguished 
Princeton University economics 
professor and New York Times 

columnist, once explained the je
june motives for his choice of career. 
“In my early teens my secret fantasy 
was to become a psychohistorian,” he 
wrote, referring to the central gimmick, 
“psychohistory,” of Isaac Asimov’s Foun-
dation trilogy. Krugman continued, 
“Someday there will exist a unified 
social science of the kind that Asimov 
imagined, but for the time being eco
nomics is as close to psycho
history as you can get.”

That’s risible, given the 
gulf between Asimov’s fan
tasy of a predictive calculus 
of human affairs and the 
actuality of mainstream eco
nomics—indeed, of any of 
the social sciences—as prac
ticed during most of the last century. 
Recent decades, though, have seen new 
approaches. One of the most promis
ing was described by Joshua Epstein, 
a senior fellow at the Brookings Insti
tution, in Growing Artificial Societies: 
Social Science from the Bottom Up, a 
book he published in 1996 in collabo
ration with Robert Axtell. “Perhaps one 
day people will interpret the question, 
‘Can you explain it?’ as asking ‘Can you 
grow it?’” Epstein suggested. “Artificial 
society modeling allows us to ‘grow’ 
social structures in silico demonstrating 
that certain sets of microspecifications 
are sufficient to generate the macro
phenomena of interest.”

What does this mean? And why 
should we care? Epstein’s claim was 
twofold. First, he pointed out that while 

almost all the patterns that interest social 
scientists are emergent ones—that is, 
complex developments arising from a 
lot of relatively simple interactions—dis
ciplines such as mainstream economics 
conceive of societies as tending toward 
some notional equilibrium. Standard 
explanations assume, too, that societ
ies consist of highly rational agents who, 
possessing full knowledge, act always in 
their own best interest. When it comes 
to how real populations of diverse actors 
with limited rationality actually evolve 

their patterns of, say, wealth 
distribution, Epstein noted, 
the stock explanations have 
almost nothing to say.

Epstein was hardly alone 
in making those criticisms. 
But he proposed, secondly, 
that computer models in 
themselves could effectively 

describe societies. In the early 1990s, 
Epstein and Axtell had created a simu
lation called Sugarscape, a square grid 
representing a twodimensional land
scape inhabited by autonomous sub
programs—agents—that were driven 
from square to square by crude artificial 
metabolisms that demanded a resource, 
designated “sugar.” When hundreds 
of these agents were programmed so 
that their ranges of vision and metabolic 
rates varied, even in simple ways, sur
prising patterns emerged.

Indeed, Epstein and Axtell would 
learn that with their models, “the trick 
[was] to get a lot out, while putting in 
as little as possible,” as Epstein writes 
in his latest book, Generative Social Sci-
ence: Studies in Agent-Based Compu-
tational Modeling. In the early 1990s, 

travel records are not network accessible 
and are erased every 24 hours.) 

Tim Sparapani, a legislative counsel 
at the American Civil Liberties Union 
who specializes in privacy, national 
security, and immigration, is particu
larly concerned about what happens if 
you don’t make the list. He imagines a 
whole underclass of unregisterables—
who if the program ever does expand to 
places like office buildings and subways 
will be impeded all the more. 

By promoting the development of 
accurate and convenient screening 
technology, though, Clear’s registered
 traveler program may actually increase 
the efficiency of security checking for 
all travelers. Advanced detection, as 
it filters down to the general public, 
might simultaneously speed up lines 
and lessen the demand for privileged 
lanes and registration programs them
selves. (That’s an outcome that could 
trouble a longterm investor in Clear, 
but the company would lose its advan
tage only at the airline gate, not at any 
public or private venues it separately 
negotiated to screen. Those venues 
would be open to competition, in which 
Clear would have the advantage of hav
ing established itself as a leader in the 
business. And there are more office 
buildings and stadiums than airline 
gates.) Simply perfecting a machine, 
whose implementation does not require 
traveler registration, would deliver 
something close to a truly democratic 
screening method for travel. 

So far, Clear has built a few things 
of importance, including a model for 
a trustedtraveler program, a useful 
registration center, and a security 
checkpoint that, though it’s a work in 
progress, may one day benefit all trav
elers, whether they carry biometric 
cards or not. It’s hard to cheer any pro
gram that includes a list kept by the 
government, but does this one herald 
the further and final deterioration of 
liberty? Not necessarily. 

Bryant Urstadt has written for Harper’s and 
Rolling Stone. 
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the two men set up two regions of their 
Sugarscape grid to be rich in the sugar 
resource, so that agents quickly gravi
tated toward them. A few agents with 
superior vision and low metabolic rates 
accumulated large sugar stocks. Other 
agents, with weaker vision and high 
metabolic rates, subsisted or died in 
zones where sugar was in short supply. 
Essentially, Epstein and Axtell found, 
Sugarscape functioned as a model of a 
huntergatherer society, reproducing a 
common feature of human societies: 
skewed wealth distribution. Granted, 
the notion that crude automata mov
ing around a computer grid suggest that 
wealth inequality is an innate feature of 
human existence will be disliked not 
only by Marxists but by most of the rest 
of us, given how varied we know our 
individual experiences to be. Never
theless, nature is full of peculiarly con
sistent statistical relationships, which 
reoccur across dissimilar realms and 
which statisticians call “power laws.”

The most common power law is 
the Pareto distribution, named for the 
19thcentury Italian economist Vilfredo 
Pareto. In the late 1890s, Pareto argued 
that in any given society, 20 percent 
of the people will hold 80 percent of 
the wealth. But the Pareto distribu
tion, also known as the “8020 rule,” 
holds in such diverse human contexts 
as size of settlements (a few big cities, 
many smaller towns) and frequency of 
words in text (a few words used often, 
most words infrequently), as well as 
for natural phenomena like the size of 
sand particles and of meteorites. That 
the behavior of Sugarscape’s automata 
yielded power law–type distributions 
indicated to Epstein and Axtell that 
they were on to something.

In the early 1990s, Epstein gave a 
presentation at the Santa Fe Institute in 
New Mexico, a center for the study of 
complex adaptive systems across natu
ral, human, and artificial contexts. “I 
showed one of our artificial histories set 
in the standard Sugarscape landscape 
with two sugar peaks, a sugar lowland 

in the middle and sugar badlands on 
the sides—effectively, a simple valley 
representation,” Epstein told me. “I 
asked the audience if it reminded any
body of anything. George Gumerman’s 
hand shot up, and he said, ‘It reminds 
me of the Anasazi.’”

George Gumerman is an anthro
pologist who for decades has been a 
leading expert on the Anasazi, ances
tors of the presentday Pueblo peoples 
who from roughly 1800 b.c. to a.d. 
1300 inhabited Long House Valley in 
northeast Arizona. Epstein and Axtell 
decided to use their agentbased mod
eling to create a virtual Anasazi civiliza

tion and see how it matched up against 
the extensive database of settlement 
patterns and the like assembled by 
Gumerman and his colleagues. Epstein 
recalled, “We started over, building 
the artificial terrain from scratch, with 
great exactitude.” Elements like cli
mate patterns, maize yields, fluctua
tions of the water table, and multitudes 
of other factors went into the model. 
“The big trick was, Could we come 
up with good rules for our artificial 
Anasazi, put them where the real ones 
were in 900 a.d., and let them run till 
they grew the true history?” Epstein 
remembered one session in which his 
team’s artificial Anasazi established a 
settlement exactly where Long House, 
the real Anasazi settlement, had been. 
“We just sat screaming into the air with 

gratification. The entire business has 
come an awfully long way since then. 
Now there’s many people doing this 
kind of work.”

Indeed. The website of the Journal 
of Artificial Societies and Social Sim-
ulation, for instance, lists papers with 
titles such as “Cascades of Failure and 
Extinction in Evolving Complex Sys
tems.” Epstein’s new book collects his 
own papers since 1996; an accompa
nying CD lets readers watch runs of 
the models described in the text and 
explore the models on their own. In the 
projects described in the book, Epstein 
and his collaborators modeled, in addi

tion to the Anasazi, the emergence of 
various phenomena: patterns in the 
timing of retirement; social classes; 
thoughtless conformity to social norms; 
patterns of smallpox infection after a 
bioterrorist incident; and successful, 
adaptive organization.

The models are fascinating. In both 
of the variants described in “Generat
ing Patterns of Spontaneous Civil Vio
lence” (see figures 1 and 2), there are 
regular agents as well as agents called 
cops, representing a central political 
authority. The left screen depicts regu
lar agents’ overt behavior (blue if qui
escent, red if active) and the right the 
underlying “emotionscape,” where 
agents are colored according to their 
level of political grievance (the darker 
the red, the higher the grievance). C

o
U

r
t

e
S

y
 o

f
 P

r
in

C
e

to
n

 U
n

iv
e

r
S

it
y

 P
r

e
S

S

Figure 1: Action and grievance screens
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Grievance has two components: legit
imacy (L) of the state, as perceived by 
the agents, and hardship (H), which 
is physical or economic privation and 
varies between agents. Furthermore, 
agents can deceive: on the left screen, 
aggrieved agents can turn blue (appear
ing nonrebellious) when cops (always 
black) are near, then turn red (actively 
rebellious) when cops move away. 
Epstein also assigned varying levels of 
risk aversion (R) to the agents: some 
are more inclined to rebel than oth
ers. Agents assess their likelihood of 
arrest by cops before joining a rebel
lion, and their assessments depend 
on their vision (v) of what’s around 
them—that is, how many grid positions 
(north, south, east, and west) they can 
see. Finally, agents arrested by cops 
receive jail sentences (J ). “Arrested 
agents go to jail for a random duration 
and emerge as aggrieved as they went 
in,” Epstein told me. “I always joke that 
those are the only two realistic assump
tions in the whole model.”

Though this model may seem overly 
simple, it generates realistic enough 
patterns once the human operator sets 
the parameters of L and J, the agents’ 
and cops’ vision, and their initial den
sities and then lets both groups move 
around and interact. In variant one, 
“Generalized Rebellion against Central 
Authority” (see figure 1), high concen
trations of activist, aggrieved agents 
can arise in zones with low cop densi
ties. When that happens, even mildly 
aggrieved agents find it rational to risk 
rebellion. It’s for just this reason that 
freedom of assembly is generally the 
first thing curtailed under repressive 
regimes. Furthermore, the model dis
plays the hallmark of a complex sys
tem: punctuated equilibrium, with 
long periods of relative stability bro
ken by rebellious outbursts. In some 
runs, the righthand “emotionscape” 
screen may be bright red with the 
agents’ grievance, while the left screen 
is entirely blue because of their pub
lic quiescence. Which would be more 

likely to trigger revolution: a large 
absolute reduction of L (legitimacy) 
in small increments or a smaller reduc
tion carried out in one large step? The 
latter, it turns out. In the case of the 
large but incremental reduction, cops 
can pick off activist agents one by one 
and jail them. Conversely, a sudden, 
sharp reduction in legitimacy spurs 
multiple aggrieved agents into active 
rebellion at once. As Epstein noted, 
“Once there are 50 people rebelling, 
it’s a lot less risky to be the 51st.”

Variant two, “InterGroup Vio
lence,” is more interesting. Now agents 
are divided into two ethnicities, blue 
and green. “Legitimacy becomes each 

group’s appraisal of the other group’s 
right to exist,” Epstein explained. In 
this context, an agent’s going activ
ist means that it kills a member of 
the opposing ethnic group. The cops 
are peacekeepers, and if the model is 
run without them and L among all 
agents is reduced by as little as 20 per
cent, ethnic cleansing quickly begins. 
When cops are introduced, safe havens 
emerge. Nonetheless, interethnic hos
tility continues. Ultimately, as figure 
2 shows and Epstein told me, “when 
you drop legitimacy in this variant, it 
always ends with one side wiping the 
other out.” Cop density can be set at 
any level. “At low cop densities, you get 
rapid genocide. At high cop densities, 
you likewise can sometimes get rapid 
genocide, but also a highly variable out
come. On average, more cops makes 
it take longer.” Enough longer to jus
tify the expense of extra policing? It’s 
all just highly uncertain, Epstein says; 
merely to have a surge of cops would 
not guarantee a good outcome.

Altogether, in fact, Epstein stressed 
that his models were mostly aimed 
at achieving explanatory power. “To 
explain something doesn’t mean that 
you can predict it,” he said. He pointed 
out that though we can explain light
ning and earthquakes, we can’t forecast 
either. If we’re hoping, like Asimov, to 
predict the future, Epstein’s models will 
disappoint. In fact, because his mod
els give widely divergent results even 
when their agents are programmed 
with very simple rules, they indicate 
that predicting the future will never be 
possible. Still, Epstein’s artificial societ
ies do more to make plain the hidden 
mechanisms underlying social shifts—
and their unexpected consequences—
than any tool that social scientists have 
hitherto possessed. In the future, they 
and others like them could suggest how 
policymakers can engineer the sorts of 
small, cheap interventions that have 
large, beneficial results. 

Mark Williams is a Technology Review con-
tributing editor.
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Figure 2: Local ethnic cleansing to genocide


